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Abstract

In this paper, we propose a new approach for improving significantly existing guaranteed integration methods for state equations
with uncertain initial conditions. We first find a tube that encloses the solution of the differential equation assuming that the
initial state is known. Then, using Lie symmetries, we inflate the tube in order to contain the uncertainty associated with the
initial state. The method is shown to be efficient on examples coming from reachability analysis and robotics.
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1 Introduction

When dealing with non-linear dynamical systems such
as mobile robots or cyber-physical systems, it is impor-
tant to guarantee the compliance of some properties [14],
for instance for security reasons. Different solvers have
been designed for this purpose such as Acumen [52] or
PHAVer [17]. For instance, we would like to guarantee
that the systemwill not enter inside a forbidden region or
that it will reach a target set. The guarantee can be ob-
tained by using reachability analysis [3, 23, 13, 12, 5, 2],
invariant based approaches [18] or guaranteed integra-
tion methods [33, 42, 7, 41]. The goal of guaranteed in-
tegration is to find a tube [32] enclosing all feasible tra-
jectories of a system, assuming that the initial vector is
known [30, 4]. It has been used to prove conjectures such
as the existence of the Lorenz attractor [54], or that a
given system is chaotic [20]. It has also been used for
state estimation [31, 40, 1], localization [43, 26, 15, 55]
or SLAM [36].

The main default of guaranteed integration methods is
that they are very sensitive to uncertainties. In the con-
text of a badly known initial vector or when bounded
errors exist in the evolution equation, the tube enclos-
ing the trajectory is so large that no conclusion can be
drawn. In this paper, we show for the first time that we
may significantly reduce the pessimism of the integra-
tion with respect to some uncertainties using Lie groups
and Lie symmetries.
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A Lie group [48] is both an abstract group and a smooth
n-dimensional manifold so that multiplication and in-
version are both smooth. They have been introduced to
model the continuous symmetries of differential equa-
tions [39] and are widely used for their resolution. The
main idea behind Lie groups is to take advantage of the
possible symmetries of the system in order to extend one
solution of the problem to all other solutions [51, 50].
One can also note that in the context of control theory,
symmetries have been used for stability analysis [46],
observers design [6][24], navigation [11] and safety veri-
fication [49].

Our main contribution is to show that Lie symmetries
can be combined with interval based methods [35], in or-
der to propagate uncertainties [53] through differential
equations. More precisely, our goal is to compute an en-
closure of the solution of a differential equation assuming
that the initial state is inside a box that may be large.
We show that in this context, our method outperforms
existing approaches. Some test-cases related to robotic
applications illustrate the efficiency of this strategy.

The paper is structured as follows. Section 2 provides
basic notions on symmetry groups with their interpre-
tation in the context of differential equations. Section 3
defines Lie groups and shows how they can be used to
compute one solution from another. Section 4 introduces
our new guaranteed integration method that combines
Lie symmetries with classical interval integration tools.
The efficiency of the approach is shown on several exam-
ples. Section 5 proposes an application to the reachabil-
ity analysis of a dynamical system. Section 6 concludes
the paper and proposes some perspectives.
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2 Symmetry groups

In this section, we recall some notions of symmetry
groups and group actions. Most of these de�nitions are
taken from the book of Olver [39]. They will be com-
bined with interval integration techniques in Section 4
to reduce the propagation of uncertainties through a
di�erential equation.

2.1 Group S3

The main concepts behind Lie symmetries for di�eren-
tial equations can be understood from an example: the
symmetric group S3 consisting of all six permutations in
a setA = f a; b; cg.

S3 = f � 1; : : : ; � 6g

= f (a; b; c) ! (a; b; c); (a; b; c) ! (a; c; b);

(a; b; c) ! (b; a; c); (a; b; c) ! (c; b; a)

; (a; b; c) ! (b; c; a); (a; b; c) ! (c; a; b)g:

(1)

A permutation � i : A ! A is here denoted by extension.
For instance, when we write� 6 : (a; b; c) ! (c; a; b) , we
mean that � 6(a) = c; � 6(b) = b; � 6(c) = a. It is easy to
check that (S3; � ) is a group since: it is closed by the
composition � , it satis�es the associative property, there
is an identity element (here � 1), and there is an inverse
for each � 2 S3 (e.g., � � 1

5 = � 6). In this group, we
can make some computations and solve equations. For
instance, since

� 6 � � 2 � � � 1
6 (a; b; c) = � 6 � � 2 (b; c; a)

= � 6 (b; a; c) = ( c; b; a)

= � 4 (a; b; c) ;

(2)

we have� 4 = � 6 � � 2 � � � 1
6 .

Group action. Consider a setF of objects and the group
(G; � ), with � 1 as neutral element. Consider also a binary
operator � from G � F to F. The structure (G; � ; � ) is a
left group action on F if it satis�es the following axioms:

8f 2 F; � 1 � f = f (identity)

8� i 2 G; 8� j 2 G

(� i � � j ) � f = � i � (� j � f ) (compatibility)

(3)

If the compatibility condition is replaced by

(� i � � j ) � f = � j � (� i � f ) (4)

then (G; � ; � ) is a right group action.

In the context of S3, the operator � may be seen as a
composition � , but it is generally not the case. For in-
stance, F can be a set of objects in a 3D word, andG
may correspond to the set of Euclidean transformations
(rotations, translations). In such a case, a typical action
could be \rotate the object f ", which is not a composi-
tion.

An illustration is given by Figure 1 where F is the set of
all applications from A = f a; b; cg to A. We de�ne f 2 F
as the application f (a) = a; f (b) = a; f (c) = b. We
have chosen to representf under the form of a dynam-
ical graph since later, it will correspond to a dynamical
system. For instance,f (c) = b means that if the system
is at state c then at the next step, it will be at state b.
De�ne the action of � i on f as

� i � f = f � � i : (5)

We can check that it satis�es the axioms of a right group
action. Since the identity relation is trivial, it su�ces to
check the compatibility relation (4)

(� i � � j ) � f
(5)
= f � (� i � � j )

= ( f � � i ) � � j
(5)
= ( � i � f ) � � j
(5)
= � j � (� i � f )

For instance, the action of � 5 on f is g = � 5 � f =
f � � 5. Thus, g(a) = � 5 � f (a) = f � � 5(a) = f (c) =
b. We understand that the action of � 5 transforms the
dynamical systemf into another one.

Fig. 1. A permutation � 5 of S3 acting on an object f 2 F.

Orbit . Consider a groupG acting on a setF. The orbit
of an elementx in F is G (x) = f g(x)jg 2 Gg.

Stabilizer . For f in F, we de�ne the stabilizer subgroup
SymG (f ) of G with respect to f as the set of all elements
in G for which f remains unchanged:

SymG (f ) = f � 2 Gj� � f = f g : (6)

In our example we can check that:

SymG (f ) = f � 1; � 3g: (7)

In group theory, the symmetry group of a geometric ob-
ject f (e.g., a cube or a cylinder) is the group of all trans-
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formations for which the object is invariant. In the con-
text of this paper, the object will be a vector �eld repre-
senting a state equation of a dynamical system. Transfor-
mations such as translations, rotations, scaling,: : : may
leave the vector �eld unchanged. These transformations
form a symmetry group as explained in the following.

2.2 Application to di�erential equations

In the context of this paper, A corresponds to the state
spaceRn and F corresponds to the set of all state equa-
tions of the form _x = f (x) where x 2 Rn [39]. In this
paper, we assume thatf is locally Lipschitz so that there
exists a function � t : Rn ! Rn , called the ow , which
associates to all initial vectorsx0 the solution � t (x0) of
the state equation.

The stabilizers off 2 F are thesymmetriesof the system.
For ease of understanding, we will voluntarily use the
same notations between the state equation_x = f (x) and
the vector �eld f .

We denote by di�( Rn ) the set of di�eomorphisms from
Rn to Rn .

De�nition 1 Consider a state equation_x = f (x), x 2
Rn and g 2 di� (Rn ). We de�ne the action of g as

g � f =
�

dg
dx

� g� 1
�

�
�
f � g� 1�

: (8)

It transforms the �eld f into another �eld.

Proposition 2 Assume that _x = f (x) and y = g(x),
where x 2 Rn and g 2 di� (Rn ). Then, we have _y =
g � f (y ). Equivalently, the action of g generates from the
system _x = f (x) the new system_y = ( g � f ) (y ).

Proof: We have the following �rst order approximation:

y (t + dt)

= g(x(t + dt))

= g(x(t)) + dg
dx (x(t)) � dx

dt (t) � dt + o(dt)

= g(x(t)) + dg
dx (x(t)) � f (x(t)) � dt + o(dt)

= y (t) + dt � dg
dx

�
g� 1(y (t))

�
� f

�
g� 1(y (t))

�
+ o(dt)

= y (t) + dt � (g � f ) (y (t)) + o(dt)

Thus, due to the unicity of the �rst order Taylor expan-
sion, we get _y = ( g � f ) (y ).

Proposition 3 The set (di� (Rn ); � ; � ) equipped with the
composition � and the action � as de�ned by Equation
(3) is a left group action.

Proof: We �rst check that (di�( Rn ); � ; � ) is closed by
the composition � : if g1; g2 2 di�( Rn ) then g1 � g2 2
di�( Rn ); We have the associativity ((g1 � g2) � g3 =
g1 � (g2 � g3)); there is an identity element g0 in di�( Rn );
and for eachg1 2 di�( Rn ) there is g2 2 di�( Rn ) such
that g1 � g2 = g0. To check that it is a group action,
we also need the identity and compatibility (see Equa-
tion (3)). The identity is trivial. Let us now check the
compatibility. For this, we consider the state equation
_x = f (x):
(i) If z = h � g(x), and since _x = f (x); we have from
Proposition 2:

_z = (( h � g) � f ) (z):

(ii) Since z = h(y ) and since _y = ( g � f ) (y ), we have
from Proposition 2:

_z = ( h � (g � f )) ( z):

Thus we get the compatibility property

(h � g) � f = h � (g � f ):

De�nition 4 A transformation g is a stabilizer of f if
g� f = f , i.e. if it satis�es the partial di�erential equation

g � f =
�

dg
dx

� g� 1
�

�
�
f � g� 1�

= f : (9)

Remark 5 Equation (9) is equivalent to

�
dg
dx

�
� f = f � g: (10)

When g is linear, we getg � f = f � g. This means that
both functions f and g commute by composition. This is
known as theequivarianceproperty [21].

Proposition 6 If � t : Rn ! Rn is the ow associated
with the state equation_x = f (x). We have:

g � f = f , � t � g = g � � t : (11)

Proof: Take y = g(x) and x0 2 Rn . For the corre-
sponding trajectory x(t) = � t (x0), we have

g � � t (x0) = � t � g(x0); 8t

, g(x(t)) = � t (g(x0)) ; 8t

, y (t) = � t (y (0)) ; 8t

, _y = f (y )

, g � f = f :
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The last equivalence comes from Proposition 2 which
states that _y = g � f (y ). We have indeed

(
_y = f (y )

_y = g � f (y )
) g � f = f

and reciprocally

(
g � f = f

_y = g � f (y )
) _y = f (y ):

Remark 7 Consider the solution t 7! � t (x0) of the
state equation _x = f (x), for x(0) = x0. Set x1 = g(x0),
whereg is a stabilizer. From Proposition 6, we get:

� t (x1) = � t � g(x0)
(11)
= g � � t (x0) (12)

We thus get an expression of the solution of the state
equation corresponding to the initial condition x(0) =
x1. If we have a family of stabilizers, we can generate a
family of solutions from the unique solution � t (x0).

Example 8 Since

� t � � t 1 = � t 1 � � t = � t + t 1
(13)

with t1 2 R, then � t 1 � f = f , i.e., � t 1 is a stabilizer. The
function � t 1 is called theone-parameter ow symmetry
[39].

Proposition 9 Consider a state equation_x = f (x) and
a stabilizer g. In the new coordinate systemy = h (x)
whereh is bijective and smooth, the actionh � g � h � 1 is
a stabilizer.

Proof: In the y space, the ow is de�ned by:

	 t (y ) = h � � t � h � 1(y ): (14)

Sinceg is a stabilizer for the system, we have

� t (x) = g � � t � g� 1(x)

, � t � h � 1(y ) = g � � t � g� 1 � h � 1 (y )

, h � � t � h � 1(y )
| {z }

	 t (y )

= h � g � � t| {z }
h � 1 � 	 t � h

� g� 1 � h � 1 (y )

, 	 t (y ) =
�
h � g � h � 1

�
� 	 t �

�
h � g� 1 � h � 1

�
(y )

, 	 t �
�
h � g � h � 1

�
(y ) =

�
h � g � h � 1

�
� 	 t :

As a consequence,h � g� h � 1 is a stabilizer for the system
in the y coordinates.

Proposition 10 The set of all stabilizers off is a group
with respect to the composition� . It is called the symme-
try group of f and is denoted by Sym(f ):

Proof: To check the group property, we takeg1; g2 in
Sym(f ): We have

(g1 � g2) � � t = g1 � (g2 � � t )
(11)
= g1 � (� t � g2)

= ( g1 � � t ) � g2
(11)
= ( � t � g1) � g2

= � t � (g1 � g2)

Thus g1 � g2 2 Sym(f ). The other properties to be
checked to make Sym(f ) a group are trivial. See [51] for
a detailed proof.

2.3 Test case 1

Consider the system

 
_x1

_x2

!

= f (x) =

 
1

� x2

!

: (15)

As illustrated by Figure 2, the mirror symmetry g1 with
respect to the axis Ox1 is a stabilizer since its action
does not change the �eld. The horizontal translation g2
is also a stabilizer. Since for allt1, � t 1 � � t = � t � � t 1 we
get that � t 1 is also a stabilizer. Therefore,g1, g2, � t 1

all belong to Sym(f ). In the �gure, a; b; c; d; e; f ; g; h are
points of the state space that are �xed to illustrate how
we can move along any trajectory.

Fig. 2. The system has a x2 symmetry translation and an
Ox1 mirror-symmetry.

From this example, we see the main idea we want to de-
velop. For the system, if we know one trajectory (called
the reference, red in the picture), we may generate other
trajectories by the application of symmetries. For in-
stance if we want to compute� t (a), we apply the for-
mula � t (a) = g1 � � t � g� 1

1 (a), i.e., we �rst move to
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the reference usingg� 1
1 to get b, then we move forward

on the reference to getc, and we come back to the right
state with g1 to �nally get d = � t (a).

In a similar way, since� t (h) = g2 � � t � g� 1
2 (h), we can

computee = � t (h) using the knowledge of the reference
only (red) and the symmetry g2.

As we will see on the following section, in some cases,
it is possible to get a symmetry g1 to move from the
initial state onto the reference. If we assume that we have
computed accurately the solution� t , for a speci�c initial
state to get the reference, then, we will be able to move
precisely forward and backward in time everywhere in
the state space.

3 Lie groups of symmetries

3.1 De�nition

Consider a state equation _x = f (x) and a manifold P.
A Lie group Gp of symmetries is a family of di�eomor-
phismsgp 2 di�( Rn ) parameterized by p 2 P such that

� Gp is a Lie group with respect to the composition� ,
� 8 p 2 P; gp � f = f .

Lie symmetries are usually found from the physics and
the intuition we have on the system. Nevertheless, for
many systems such as the chaotic Lorenz attractor, such
symmetries probably will not exist [54]. Indeed, for such
chaotic system, we believe that there is no di�eomor-
phism that transforms one trajectory into any other.

3.2 Transport function

Consider a Lie group of symmetriesGp . We assume that
the group action Gp is transitive, i.e., it has only one
orbit [39]. In this case, there exists a functionh : Rn �
Rn 7! P, named transport function, such that h(x; a)
corresponds to the displacementp to be chosen so that
the point a is moved to x by gp , i.e.,

gh (x ;a) (a) = x: (16)

Note that such a transport function is not necessary
unique.

The notion of transport function is related to the mov-
ing frame [6] with some di�erences: here, we assume that
we have one orbit which allows us to avoid the introduc-
tion of the notion of cross section. Moreover, our trans-
port function h has two arguments instead of one which
makes simpler the transport from one point to any other
point of the state space. Finding an expression forh(x; a)
can be done using symbolic method as for instance by

solving the normalization equations as explained in [38]
page 163.

We will show that it has a fundamental role for a combi-
nation with interval methods for guaranteed integration.
In what follows, we will assume that we have a closed
form for h(x; a). In practice, it can be derived from the
symmetries of the problem as illustrated by the follow-
ing examples.

3.3 Example 1 (continued)

System (15) (from the previous Test case 1) has the fol-
lowing Lie symmetry:

gp :

 
x1

x2

!

!

 
x1 + p1

p2x2

!

; p 2 R2: (17)

This can be found by the geometry of the vector �eld. To
check this, we need to prove that8p; gp � f = f . We have

gp � f (x)
(8)
=

��
dgp

dx � g� 1
p

�
�
�
f � g� 1

p

� �
(x)

=
��

dgp

dx

�
� f

�
� g� 1

p (x)

=

  
1 0

0 p2

!

�

 
1

� x2

!!

�

 
x1 � p1

x 2
p2

!

�

=

 
1

� p2x2

!

�

 
x1 � p1

x 2
p2

!

=

 
1

� x2

!

= f (x)

The transport function is obtained as follows:

gp (a) = x ,

 
a1 + p1

p2a2

!

= x

, p =

 
x1 � a1

x 2=a2

!

= h(x; a):

(18)

3.4 Test case 2

Consider the system:

(
_x1 = 1

_x2 = sin x1

: (19)

This system is invariant by a translation with respect
to the direction x2. Equivalently, if we move the related
vector-�eld with respect to the x2-axis, the �eld does
not change. The set of allx2-translations is a Lie group
L which is di�eomorphic to ( R; +). Furthermore, if we
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